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Neural Mass Models

The equations for the first cortical region are

vi(1) = [a12s(v̄p(2)) + γ3s(ṽp(1))] ⊗ he (1)

vs(1) = [u+ γ1s(ṽp(1))] ⊗ he

vpe(1) = [a12s(v̄p(2)) + γ2s(ṽs(1))] ⊗ he

vpi(1) = γ4s(ṽi(1)) ⊗ hi

vp(1) = vpe(1) − vpi(1)

and for the second region are

vi(2) = γ3s(ṽp(2)) ⊗ he (2)

vs(2) = [a21s(v̄p(1)) + γ1s(ṽp(2))] ⊗ he

vpe(2) = γ2s(ṽs(2)) ⊗ he

vpi(2) = γ4s(ṽi(2)) ⊗ hi

vp(2) = vpe(2) − vpi(2)

Parameters γ1 to γ4 denote within-unit or ‘intrinsic’ connection strengths. In these
equations ṽ denotes the potential after a delay τii due to signalling delays among the
different cell populations within a cortical region. Here we use a first order Taylor series,
ṽ = v − τiiv̇ to capture these within-region (or ’intrinsic’) delays. Similarly, v̄ = v − τij v̇
captures the ’extrinsic’ delay, τij , from region j to i.

Differential equations

Each synapse

vout(t) = he(t) ⊗ s(vin(t)) (3)

he(t) =
He

τe
t exp(−t/τe) (4)

can be implemented with a second order DE or two first order DEs [1]

v̇out = cout (5)

ċout =
He

τe
s(vin) − 2

τe
cout −

1

τ2e
vout (6)
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where cout is the current flowing through the synapse. Hence each synapse gives rise to
two DEs. The convolution equations that define neural masses then become a set of
differential equations. For a single cortical unit we have

v̇s = cs (7)

v̇pe = cpe

v̇pi = cpi

ċs =
He

τe
γ3(s(u) + γ1s(vp) − 2

τe
cs −

1

τ2e
vs

ċpe =
He

τe
γ2s(vs) −

2

τe
cpe −

1

τ2e
vpe

ċpi =
Hi

τi
γ4s(vi) −

2

τi
cpi −

1

τ2i
vpi

v̇i = ci

ċi =
He

τe
γ3s(vp) − 2

τe
ci −

1

τ2e
vi

v̇p = cpe − cpi
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