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Consider fitting GLMs to data from N subjects. We assume a Gaussian
prior over GLM coefficients with mean µ0 and precision Λ0. For subject i we
have data yi, design matrix Xi and data precisions Qi. What is the posterior
over GLM coefficients given data from all subjects ? We can work this out by
fitting a big GLM with design matrix

X =


X1

X2

...
XN

 (1)

data

y =


y1
y2
...
yN

 (2)

and precision matrix

Q =


Q1 0 0 0
0 Q2 0 0
0 0 ... 0
0 0 0 QN

 (3)

The posterior over GLM coefficients then has mean and precision given by

Λ = XTQX + Λ0 (4)

µ = Λ−1[XTQy + Λ0µ0] (5)

Due to the block diagonal structure of Q this can be rewritten as

Λ =

(
N∑
i=1

XT
i QiXi

)
+ Λ0 (6)

µ = Λ−1

[(
N∑
i=1

XT
i Qiyi

)
+ Λ0µ0

]
(7)
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Individual Posteriors

Now consider separate estimation of the GLMs with the same prior for each.
The posterior for the ith GLM is

Λi = XT
i QiXi + Λ0 (8)

µi = Λ−1
i [XT

i Qiyi + Λ0µ0] (9)

Equation 9 can be re-arranged to give

Λiµi = XT
i Qiyi + Λ0µ0 (10)

or
XT

i Qiyi = Λiµi − Λ0µ0 (11)

So we can write
N∑
i=1

XT
i Qiyi =

(
N∑
i=1

Λiµi

)
−NΛ0µ0 (12)

Similarly equation 8 can be re-arranged to give

XT
i QiXi = Λi − Λ0 (13)

so that
N∑
i=1

XT
i QiXi =

(
N∑
i=1

Λi

)
−NΛ0 (14)

Combining Individual Posteriors

Substituting 12 into equation 7 gives

µ = Λ−1

[(
N∑
i=1

Λiµi

)
− (N − 1)Λ0µ0

]
(15)

Substituting 14 into equation 6 gives

Λ =

(
N∑
i=1

Λi

)
− (N − 1)Λ0 (16)

This generalises the approach in [1].
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